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**Abstract**

Software projects are never free of risks. The severity of risks may have dire consequences such as leading to a loss of life in case of medical software and airplane crashes, while on the other hand, it may lead to a loss of business as in the case of website downtime. Thus, identifying and mitigating risks in software in a preemptive manner is crucial for all domains. This work proposes on exploring a system that identifies software risks at each step of the Software Development Life Cycle by passing all commits, user stories, comments and memos to an LLM with background information such as team size, budget and scope of requirements to identify and estimate gaps in the system. Not only will this methodology boost risk management, it will also help in the planning phase and assist in vulnerability assessment.

**Introduction**

Events and activities that can have unwarranted repercussions in a software environment are known as software risks (Khanna et al., 2022). A risk-free software system is an ideal software system because software with risks can be life-threatening.

A very common example of risky software is the Ethiopian Airlines crash in 2019. One of the sensors failed in the system, which sent noisy data to the control system, which led to the undesired activation of the maneuvering system, leading to the loss of life of nearly 190 people (Agence France-Presse, 2022).

Risky software can also lead to huge financial losses, as seen in the case of the Y2K incident. The Y2K incident was expected to affect the airline and banks since the transition of date to a different century (1900s to 2000s). The systems were expected to crash since two-digit dates (year 1998 referred as 98) would have turned to 00 (Smithsonian, 2000).

Software risks can be mitigated through a variety of strategies. The management of software risks identifies, assesses, and mitigates potential risks through effective control; this minimizes the probability of failures, reducing losses due to unexpected events or known vulnerabilities.

Another latest example of the same is the Netflix outage caused due to the boxing match between Mike Tyson and Jake Paul. Netflix had a surge of load on its system leading to down time for most of the USA (Yoon, 2024).

This main focus of this paper is to analyze the various causes of development risks for a software system and identifying practices to mitigate the same through the use of tools, practices, and processes to ensure high quality and reliable systems.

**Literature Review**

Khanna et al., in their work identified the various causes of risks in a Distributed Agile Development environment. They majorly call out the requirement elicitation phase for a majority of the risks with issues such as ambiguous and contradicting requirements, and multiple product owners leading to confusion as the driving force of software risks. They propose introducing paired programming as one of the solutions for mitigating risks.

Haider et al., in their work focused on the open-source software systems and identified the risks for faults. The consensus came out to blame bugs in the source code and incomplete documentation since open-source codes may not undergo code reviews and beginners may make erroneous changes causing risks. They suggest to incorporate tools such as Jira and to improve communication within teams.

Khurana & Wassay, focused on the security risks in a software environment. They argue that security is the primary driver of risks in a software system. The inference is that security risks may be invoked due to fast evolving technology while the cybersecurity guidelines take a while to improve. The proposed solution is to have multiple standup calls to review updates.

Darandale & Mehta worked on the NASA MDP dataset and utilized various Machine Learning algorithms to (i) classify the risks & (ii) evaluate the risks. They concluded that Naïve Bayesian Classifier was the best performing model to estimate and evaluate the risks. The MDP dataset has a lot of features such as lines of code, complexity of code, effort, number of bugs, etc.

Pilliang et al., proposed novel work on the Stackoverflow 60K dataset from Kaggle by implementing sentiment analysis and K Means Clustering. They SO 60K dataset is a collection of user posts from stackoverflow. They used the user questions as sentiment analysis, ranked the sentiment analysis and estimated the likelihood of occurrence. Using this, they computed a risk matrix comprising of the severity and occurrence. This is the only work that was done on purely textual data.

Even though the recent research is adept in nature, there are still a lot of gaps that need to be addressed. Only one system identifies the risks in terms of texts and that too is based on sentiment likelihood. There is no present set of practices that addresses a dynamic need to risk assessment. Risks need to be assessed at the end of each step and this process needs to be natively present in the software design life cycle.

This study will explore the feasibility of a system that addresses risks dynamically through each stage of the system. Passing each commit statement, minutes of each meeting, and story board backlogs into a LLM would help identify the risks in term of decision making and development.

# **Methodology**

This study proposes an LLM-based approach to identify and assess software risks dynamically at each stage of the SDLC. The main stages involved would be data collection, model training, risk assessment, and validation.

For data collection, it is ideal to pull up commit messages from an open sourced github project and to gather case study reports of failed software systems (victims of risk systems). Sample user stories and Kanban boards should be picked up to ensure that risks are identified during the phase of communication as well.

Next up, an LLM agent would be created to assess the project specifics such as manpower, budget, requirements, code, and communication. It will help identify the gaps and risks in the project.

For validation, human validation and comparison with the existing datasets would be a good way. There are various metrics such as Root Mean Square Error that can be explored.
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